ON USE OF PRELIMINARY TESTS OF
SIGNIFICANCE IN REPEATED SURVEYS

By
B.V.S. Sisobia,
IVRI, Izatnagar
(Received : November 1979)

SUMMARY

A preliminary test estimator for the population mean on the current
occasion in case of sampling over two occasions is built up which depends
on the outcome of the preliminary test. Both the cases are considered
when variance-covariance of the variables on both the occasion is known
and unknown. In both the cases, the preliminary test estimators are
found to be better than usual estimators for large value of p, depending
upon the proper choice of « and q.

INTRODUCTION

In repeated surveys the application of successive sampling
technique: with partial replacement of sampling unit on the subseq-
uent occasious, has many advantages such as reduction in cost, time,
labour ; precision, comparability etc. For estimating the population
mean of a character on the second occasion in repeated surveys, the
information available on the previous occasion may be used to get an
improved estimator of the population mean through application of

double sampling techniques.

Han (1973) developed an estimation procedure for double
sampling based on a prior information on the axiliary character.
He assumes that, if the populatlon mean of the auxiliary character,
ie., . is approximately known (say, Ko), then preliminary sample
may be used to test the hypothesis; pg==p,. He proposed an
estimator based on this preliminary test. In case of samaling on
two successive occasions, there may be situations when, in addition
to the information collected on the first occasion, an experimenter
has got approximate information about the population mean. This
information may be available on the basis of some other auxiliary
character or it may be some intelligent guess obtained from the
experience gained in due course of repeated surveys. On the basis of
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experience, the experimenter believes that the population mean on the
first occasion is very close to that of its approximate priori know-
ledge. However, his belief is only subjective and this may be tested
on the basis of sample available on the first occasion. This provides
a preliminary test to the belief and if it is found correct with
reasonably a good confidence, this may be used in the estimation.

In the present paper an estimation procedure which involves a
preliminary test of significance in the case of sampling over two
occasions is proposed. Its bias and mean-square-error (MSE) are
derived. The relative efficiency (RE) of the proposed estimator as
compared to the usual estimator is discussed. . Both the cases are
considered when variance-covariance matrix of the variables on the
two occasions are known and unknown.

When variance-covariance matrix is known

Let (X, Y) have bivariate normal distribution with mean ()
and variance-covariance matrix
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The bivariate normal distribution is assumed for simplicity but
it would be useful to investigate the behaviour of this preliminary
test scheme when data are, not selected from a bivariate normal
population, but are in fact, from some other population, such as
bivariate gama. The bias and MSE as reported here would not be
correct for non-normal data, but they may provide reasonably appr-
oximation to the bias and MSE if the procedure is robust. In fact in
case of large scale surveys where Jhe sample size is sufficiently large,
it is not essential to assume the normality of original bivariate
population. '

The sampling procedurc and minimum variance linear unbiased
estimation (MVLUE)

Suppose that X and Y, the two random variables, denote the
same character on the first and second occasions respectively.
Consider a random sample (x1, X2, ..,X») drawn from ihe population
on the first occasion. A fraction np (np=m, say) of the units drawn
on the first occasion is retained on the second occasion and is sup-
plemented by ng (nq=u, say) units drawn afresh from the population
on the second occasion such that sample size remains constant over
occcasions, i.e, p+q=1, Let ¥ and » be the sample means on the
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) I, , .
first and second occasions respectively, % and 3’ bz the means based
on the units common to both occasions and, X” and §” be the.means
based on the units uncommon to both occasions.

To begin the investigation of the estimation procedure, the

elements of Z (i.e., p, 62 and 05 ) are assumed to be known, Sup-

posing that of, = 0'; = o2, it can be further assumed, without loss

of generality that e*=1. Thus, the usual estimator of the population
mean gy on the second occasion is given by

2 5 > o

Fe=c[j'+e 3—X)]+(1—0) ¥ «(2.1.1)
where ¢ is an arbitrary constant. An optimum value of ¢ obtained by

A
minimising the variance of ¥z is given by
P
1—¢q%p*

Replacing ¢ by ¢, in (2.1.1), it becomes MVLUE and therefore, the

Co=

w(2.1.2)

. - . A - 3
minimum variance of ¥z is obtained as follows:

£y _ o l—gg®
V(¥) = 7 1—g2e? ..(2.1.3)
Test statistic and preliminary test estimator (PTE)
As it is already assumed that ui = cf, == ¢2 and it is equal to

unity, then to test the hypothesis H, : pz=, against an alternative
hypothesis H, : w7, the well known normal test statistic is given
by —

Z=+ n (%—o) (220

Letting po=0, without loss of generality, the hypothesis
becomes as under

Hy: p,=0
Versus Hy: pp#0 . -(2.2.2)
and the test statistic (2.2.1) reduces to
Z=vn% ..(2.2.3)

Now, an estimator of p, after preliminary test of significance is
defined as below :

Ti=c (3 —p X)+(1—c)3" if Hyis accepted
A
KPTY=

Te=c [¥'+p (F—#)]+(1—c) 3" if H1 is accepted.
(2.2.4)
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Where T1—Tz—-cpx and T? is unbiased estimator of py. Thus,
B (i.e., bias of y-PTy)— —cpE (X/Ho Accepted) P; (Hy Accepted). Tt
is clear that if P, (Ho Accepted)=1, then (J-PTY =T; and B;=Bias
(T1)=—cpps. Also if Pr (Hp Accepted)=0, Bi=0. These above
results always hold true even without deriving the actual expression
on the assumption of normality. :

The arbitrary constant ¢ is taken same in both the situation just
for simplicity, The upry is called as preliminary test estimator
(PTE) as it arises due to preliminary test of significance.

Evaluation of Bias, MSE and RE of a-PTY

To evaluate the bias and MSE of wpry, we require the joint
distribution of #, X" and 3'. It can be easily verified that the joint
distribution of these is nothing but a trivariate normal distribution
with mean (., Ma, () and variance covariance matrix

—~ 1 1 1
— n 7 P
E -} L L i (23.0)°
R m m
1 1 1
T S

Generally, m and u are not sufficiently large. However, if m
and u are sufficiently large one could assume the trivariate normal
approximation for (%, ¥, 3') even if the original bivariate population
is not normal.

To obtain the expected value of [I.\Lpry, we proceed as follows :
E(S-PTY)=E [;fpry | Accept Hol P, (Accept Ho)

" +E [ﬁpry | Accept Hi] P, (Accept Hi)
=E[T1] | X| < Zufs/n] Pr (| X | < Zul/n)
+E[To| |X| > Za/ V0] P (1 %] > Zo/V)
...(2.3.2)
Where Zg, is (1—a/2) 100 per cent point on N (0, 1) and «a is
level of significance. On derivation, the expression (2.3.2) takes the
form as follows :

E(HPTY) w—cpE[X| [X¥]| < Zoc/\/”)P (1> < Zufvn)

| 2¢ @) dz—cop j 4(2) ds (23.3)

=t o

Q'g’-qa
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Where Z=(X—u,) 4/n, ¢ () is probability density function of
JX(O, 1) and a=Zu —+/n ¢, and b=—Z, —+/np.. The bias of
wrry is, therefore, given by

Bi=-—cp/v/n f Z ¢ (2) d;— cppa fsb (2) d.
b b

=co/v/n [$ (@)~ b (B)]—coie [$ (@)— ¢ (B)]  ...(2.3.4)

Where ¢ (.) is cumulative distribution function of N (0, 1). It
can be easily shown that Bi=-—cpp, when «=0, ie, null
hypothesis Hp is always accepted, and B1=0 when a=1, ie, H is
always accepted. The following properties of B; are noted :

(i) Bi is antisymmetric about u;=0. But | Bi| is symmetric

about p,=0.
(iiy At p,=0, both T; and T2 are unbiased, hence ;fpry is
unbiased.
(iii)' As the limit Pr (Hp Accepted)=0, limit B,=0.
> Pog—>

Thus, bias tend to zero when ps tends to infinity.

Behaviour of the bias with respect to p, is presented in the
Figures—B 1.1 and B 1.2 for a set of values of n g « and ¢, i.e., for
n=30; ¢=0.5, «a=0.05, 0.10, 0.25 and ¢=0.7, 0.9. It is obvious
from figures that the bias is zero at p,=0. It first increases and then
decreases as y; increases. The bias is very close to zero at p,=1. It
is perhaps so because of n being large. The bias found here is quite
small almost in all cases.

Now, the MSE of ﬁprr is given by
Mi1=E ({J-\PTY—(J-V)z

A2 A 2
=E (prrr)—2 py E (urry)+py
M1 may also be expressed as

M=E (To—ps)*—¢* & E [(F—p.)2—p]
Ho Accepted] Pr (Ho Accepted).

Without deriving the actual expression of Mi on'the assumption
of normality, the following results hold :

(i)‘ If Pr (Ho Accepted)=],Aypry=T, and, therefore,
Mi=MSE. (T1).

Y
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(i) As po—>, Pr (Ho Accepted) -0, hence M, tends fo
V (T).
o2 0= (-9
However, E (upry) =Wy - — e
a

_cz-:—z—i 26 @) ds
b

c2 92

n

+

a
268 [ 74 (2) dem Qoo ma— G ) [¢@a
b b

(2.3.6)
After substituting the value of E (@f,TY) and E@PT}) from)
(2.3.6) and (2.3.3) respectively, in (2.3.5), we obtain the MSE on

simplification as follows :

: a
2 (1— o2 —0)? % %t
M1=ﬁl._£)_+(l_‘i)_+c_’_s,_ cn Izz¢(z) s
b

m u

a
ey
b

_a—e), (1—c)® cn CF la $(a)—b ¢ (B)] "

m u
1
— 22 (_ﬁ_—_ vl ) [$ (a)—¢ ()] -(2.3.7)
. If we consider the MSE as a function P, say M1 (ve); the
following properties may be observed:
(i) MSE is symmetric about =0
(i) At pe=0, the MSE becomes as follows :

. 2
| @ SU=) (=g + 2 P 2704 @)

Letting a=0, it reduces: to

¢t (1), (=0 ..(2.3.8)

(M1 Oe=o =" ”
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This result implies that if p,=0 and =0, the Hp is always
accepted and thus, the estimator 7, with MSE given in (2.3.8) is
always used.

(iii) If p,~> o0, it can be easily shown that

Limit _c2(1—p?) (1_0)2',:292
pore M1 ()= —0 = =t 4 (2.3.9)

This result confirms our intuitive reasoning that as Us—>c0, the
alternative hypothesisAHl must be always accepted and, therefore,
usual estimator T2 (=¥3) with MSE given in (2.3.9) is always used.

To study the relative efficiency (RE) of @pry as compared to
T2, it would be worthwhile to determine an optimum value of ¢ by
minimising M. The optimum value of ¢ is, thus given by
np :
t 1 X
(=g —npget (4 =42 )[$ @)~ $O)H+paelad(a)—bit]
...(2.3.10)
Obviously, ¢; is a function of g, and o, the size of the test.
Therefore, this approach of getting ¢, does not look practicable. The
optimum value of ¢ is, thus taken by (2.1.2) which is obtained by
minimizing the variance of T: for comparison purpose of ppry and
T: (=T>).
The MSE of I()-PTY can be factorised as Mi=M1+ M1z where
M, is variance of Ta. Therefore the relative efficiency (RE) is
given by

C

. M11 - .
EI_M11+M12 +(2.3.11)

It can be again verified that E; is symmetric about u=0, i.e.
Er (—pa)=E1 (p2). Thus, it is sufficient to consider the RE only for
bz 2 0,

Behaviour of RE w.r.t. p, is presented in Figures—FE1.1 and
Eiz for a set of values of n,q, «and p, i.e., for n=30; ¢g=0.5,
«==0.05, 0.10, 0.25 and p==0.7, 0.9. 1t is seen that RE is maximum
at 4=0, whichis, in fact, expected. But it decreases below unity
as py increases and it is near to unity at py=1.

However, one would like to choose the estimators with high
efficiency and it would be ideal if RE is always greater than unity.
To minimise the loss in RE, the criterion for selecting a given by
Han and Baucroft (1968) will be used. Let E be RE which is a
function of @ and §=yafss. Denote this function by £ (a, 3). Then
the criterion is given by
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BEHAVIOUR of RELATIVE EFFICIENCY - Fy

[ Fig-Ega
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“If the experimenter does not know the size of 8 .and is willing

to accept an estimator whtch has RE of no less than E,, then

amo.

ng the set of estimators with «€A where A= =[a; E(«,8) >E;

for all 8), the estimator is chosen to maximise E (a, 5) for all a

and

3. Since max SE (a, 3)=E (x==0), he selects «€A (say «*) which
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maximise E (¢, 0) (say, E*). This criterion will guarantee that the RE
of chosen estimator is at least Eo and it may become as large as E*. -

Table 1 gives the values of E and Ejp which are maximum -

and minimum of Ei, respectively, obtained from this criterion. It
will help us to choose proper «* which ensures the minimum RE at

a chosen level Eip. The corresonding RE may be high as Ej -

Though the RE have been given in the table only for p=0.7 and 0.9,
it has been observed that for small values of p the gain and loss in |
" RE is very small. However, for larger values of p there are substan- J
tial gains but risk of more losses are also probable as Ei is small.
The Table 1 also depicts a similar behaviour of RE for increasing |
g, i.e., the gain and loss in RE is very small for large values of g.

When variance-covariance matrix is unknown

In this section, a preliminary test estimation procedure will be
discussed when X is not known. Before this procedure is discussed
the usual estimator of gy on the second occasion will be briefly
reviewed under the assumption that ¥ is unknown.

Usual estimator of py when 2 is unknown
The sampling plan will be same as cited in the preceding sec-

tion.
Define
n
1 -
Si =mz(x{—'x)2,
i=1 “
m
g2 =1 z(x,—x')z
e m—1 ?
i=1
m
,2 — 1 — w2
2 =L 0y)
i=1
. . m
A | = o
SLy m_IZ(x;—x)(y«—y)
i=1
A Sl::u
alld B= 2 ]




TABLE 1
Maximum and Minimum Values of E;

(E} =Maximum, E;,—Minimum)

q=0.3 g=0.4 q=0.5 g=0.6 q=0,7
n a* E
=07 0.9 0.7 0.9 0.7 ‘ 0.9 l 0.7 0.9 0.7 0.9
0.50 E: 1.022 1.043 1.018 1.038 1.014 1.032 1.010 1.027 1.007 1.021
Ey 0.975 0.953 0.980 0.959 0.984 0.964 0.988 0.970 0.992 0.976
0.25 El' 1.809 1.185 1.070 1.159 1.154 1.134 1.039 1.109 1.025 1.084-
20 Ey, 0.900 0.823 0.917 0.842 0.934 0.860 0.961 0.881 0.968 0.904
0.10 E} 1.197 1.461 1.153 1.382 1.115 1.313 1.081 1.248 1.052 1.185
E 0.788 0.559 0.821 0.688 0.855 0.719 0.890 0.754 0.925 0.797
0.05 E; 1.269 1.688 1.207 1.556 1.154 1.444 1.108 1.245 1.068 1.252
Em 0.700 0.541 0.742 0.580 0.788 0.616 0.836 0.658 0.886 0.711
0.50 Ef 1.022 1.043 1.018 1.038  1.014 1.032 1.010 1.027 1.007 1.021 °
Em 0.975 0.952 0.979 0.958 0.984 0.964 0.988 0.969 0.992 0.976
0.25 E} 1.089 1.185 '1.070 1.159 1.054 1.134 1.059 1.109 1,102 1.984
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the sample regression coeﬁicwnt of Yon X. Thus, the usual esti-
mator of py is given by . .

L =¥ +BGE—F)]+(1—)T” SN CAR)!
Variance of f—f 2 due to Narain (1953) is as follows :

~ ?? (1—p?)

1(7')=—m—[1+( 1—ﬂ)——1—

n m—3
(1—c)2 0': 62920'12,
T +— .(3.1.2)
with the optimum value of ¢ as given below :
PR . - m—=3 o
% = == —(i—1?) . (3.13)

~—

Test statistic and preliminary test estimator (PTE)

To make a preliminary test -of size « for testing the hypo;
] thesis

H, : pe=0
versus
. Hy o ope#0 «.(3.2.1)

\ e—

when c: is unknown, the well known ¢-statistic is available and given
by

= YT (3.2.2)

Sz -

the statistic-¢ follows the f-distribution with (n—1) degreés of free-

dom. Therefore, a preliminary test estimator subsequent to testing
the hypothesis (3.2.1) is defined as follows :

RN (e g

T =c(y' —b%)+(1—c)y" If Hy is accepted
®
“pry

e —

“(C[J’ +BGE— E”)]-{-(l——c) 3" If H, is accepted
\ ‘ «.(3.2.3)

where c is some arbitrary constant. The bias and MSE of it wil
now be derived,
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Evaluation of Bias, MSE aad RE of Q;TY

Taking the expectation of y‘.’;,m,, we obtain

1r|<r¢]Pr(|r|sra)

B(ip)=E[ T3
+E[Tg lm > t“] Pr(lt|>t) (331

where ¢x is 100 (1—«/2) per cent point of ¢-distribution with (n—1)
degree of freedom. The joint distribution of (¥, X', ") in this case
also is trivariate normal and independent of (si , s': s Sy ). In
practice, usually in the large scale surveys the sample size n is large
Therefore, s- tends to o2 in probability and then s may be
replaced by o in the expression for ¢* as given in (3.2.2). Assuming
n to be large and putting o, in place of s, in ", the expectation of

;,;.j’,‘TY may be obtained as follows :

B =E[ T3 151 <E2 ] Pr(1 7] Stoulvn

| # | >fao‘;/ﬁ\/”] Pr(| X | >toos//n)
...(3.3.2)

Since é\ is independently distributed with the sample means
and is also unbiased estimator of population regression coefficient B
of Y on X, under the normality assumption, then the (3.3.2) redu-

ces to

|| > ey |

- 106y
Pr( ERR on )
which after simplification on previous lines may be obtained as
follows :

E({;‘:Ty) =py—cBp.+cBE l:x

By =t 72 (80— $(d)]—cpoyd [$(d)—3(d)]
(3.3.3)
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where d'%ra-Vn 8§ and a=—tg—/n 3. Thus: bias is given by
Bx= E(aﬁmy)—(-"!l

=<2 ()~ )] —cpoudle(d)—d(d)] - (33.4)

The relative bias of ;;ETY- is given by

B} = Baloy=—_f- [$(d)—$(d)]—cel$(d)—$(d)]  ..(3.35)

By behaves w.r.t. 3 in the same manner as B, behaves w.r.t.

©¢ in the previous section,

The mean-square-error of p*. is defined to be
M2=E (pppy)—20s Eulpp)+u} (3.3.6)

Proceeding on the same line as done in the. previous section,
the MSE is found as follows : '

2
¢ % (1—¢% m 1
Mem— 14 (1- ) 5
(1—c?) 072] c%? o ‘
+ u T
c® of

+—= (-5 ) @ s @r—a g @n

%o
2 2 2 9 | 1_92)— v (2~l_p2
+[C.P” 3 (p+m—3 n \" "Tm—3 -

2t
£ [3d)—¢(d)]  ...(3.3.7)
J

n m—3

[¢ @) —¢ (d)]—
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Further, letting M2 as function of § and denoting it by Mz (3),
it is fouhd symmetric about 8=0, i.e, Mz (—d)=Ms (3). If «=0,
i.e., Ho is always accepted which implies that §=0, then itcan be
easily verified that the expression (3.3.7) reduces to the MSE of T
which is the case when one always uses 7.  Similarly, if «=1, ie.,
H, is always accepted and T, is always used, then (3.3.7) becomes
the variance of T, which confirms our intuitive reasoning that T,
is always used. When 3 tends to infinity, we again find that MSE

of p},, simplified to the variance of T, .

Now, the RE of p},. as compared to the usual estimator

1"7-/

. (=T, ) is given by

o Ma .
Br= 4 M .(3.3.8)

as Ma2=iMa,+ M3z and Mo is the variance of T,.Withthe argument

similar to that of given in the previous section, the value of ¢ given
in (3.3.3) will be used for obtaining RE. Since M2 (—8)=M2z (3), E2
may be considered as a function of 3 and hence Ep ( —3)=Ez (3).
Therefore, Ea is symmetrie about 3=0. Thus investigation, for 8 > 0

is only needed. The behaviour of RE of g5, W.rt. 3 is similar to

RE of@ w.rt. p,. It is observed that Es is maximum at §=0,
it exceeds unity in the neighbourhood of 3=0, but decreases below
unity as 8 increases. It is again very close to unity at §=1,

Table 2 gives the values of E; and Ez which are maximum

and minimum of E2, respectively, obtained from the criterion stated
in the previous section. With the help of this table, one can choose
o* which ensures at least a minimum RE at a given level Ezo. Though
the Table 2 contains the values of RE for only p=0.7 and 0.9, it is
here also observed that gain and loss in RE is very small for small
values of p. For large value of p, the gains are appreciable but
possibility of incurring more losses are also there as Ego is small, On
the other hand, one can also see from this table that the trend of RE
w.r.t. ¢ indicates that the gain and loss in RE is small for large
valiles of g. In fact, it has been observed but not reported in this
table, '
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Conclusion :

In both the cases when variance-covariance matrix are known
and unknown, the preliminary test estimators of the population mean
on the second occasion are defined. It is found that the performance
of the preliminary test estimator depends upon the various parameters
viz., n, p,a, g and 8. The values of n, @ and ¢ are at our disposal but
the values of p and § may not be known. However, from the criterion
given by Han and Bancroft (1968), we have determined the values of
RE and these are given in Tables 1 and 2. From both the tables, it
is clear that for large values of p there are substantial gains in RE
but risk of incurring more losses are also probable. This suggests
that the preliminary test estimators should not be used for small
values of p. It has also been observsd that the gain and loss in RE
are very small for large values of g. Thus, for preliminary test esti-
mator, one should not take very large value of q. Therefore, for a
given set of p and level of minimum RE, a proper choice of « and ¢
can be made so that the gain and loss in RE remain within reason-
able limits,

It may be remarked that the RE given in Table 1 are not
comparable to those given in Table 2 because the preliminary test
estimators are compared to the estimators which are falling under Hi
and they are different in both the cases.
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